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Low-band antenna
30 - 80 MHz 
48/96 antennas per station

High-band tiles
120 - 240 MHz 

48/96 tiles per station 
4x4 antennas per tile

Technology pathfinder 
for the SKA

Replace big dishes by many cheap dipoles.  
No moving parts: electronic beam steering.  
Flexible digital beam forming

The LOw Frequency ARray
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The International LOFAR Telescope

Birr

Chilbolton

Nançay Unterweilenbach

Jülich
Effelsberg

Potsdam

Tautenburg

Irbene

Bałdy

Borówiec

Łazy

Onsala

Norderstedt

Medicina

Dutch stations

38 stations in the Netherlands 
13 international stations: from 
Birr (Ireland) to Lazy (Poland) 
Longest baseline ~2000 km 
Soon Latvia and Italy will 
join



M. P. van Haarlem et al.: LOFAR: The LOw-Frequency ARray

To correlator 
in Groningen

Receiver : A/D conversion

Analogue  signal

Digital Filter

Beamformer

Low Band Antenna

High Band Antenna

Station Cabinet

Transient Buffer

Fig. 8. Schematic illustrating the signal connections at station level as well as the digital processing chain. After the beam-forming step, the signals
are transferred to the correlator at the CEP facility in Groningen.

bu↵ers provide access to a snapshot of the running data-streams
from the HBA or LBA antennas. As depicted in Fig. 8, a dedi-
cated transient bu↵er board (TBB) is used that operates in par-
allel with the normal streaming data processing. Each TBB can
store 1 Gbyte of data for up to 8 dual-polarized antennas either
before or after conversion to sub-bands. This amount is su�-
cient to store 1.3 s of raw data allowing samples to be recorded
at LOFAR’s full time resolution of 5 ns (assuming the 200-MHz
sampling clock). Following successful tests for various science
cases (see Sect. 11.3), an upgrade of the RAM memory to store
up to 5 s of raw-data has been approved and is currently being in-
stalled. The temporal window captured by the TBBs can be fur-
ther extended by up to a factor of 512 by storing data from fewer
antennas or by storing sub-band data. We note that while the
TBBs may operate in either raw timeseries or sub-band mode,
they can not operate in both at the same time.

Upon receiving a dump command, the TBB RAM bu↵er is
frozen and read out over the WAN network directly to the storage
section of the CEP post-processing cluster (see Sect. 6.2). These
commands can originate locally at the station level, from the sys-
tem level, or even as a result of triggers received from other tele-
scopes or satellites. At the station level, each TBB is constantly
running a monitoring algorithm on the incoming data-stream.
This algorithm generates a continuous stream of event data that
is received and processing by routines running on the local con-
trol unit (LCU). If the incoming event stream matches the pre-
defined criteria, a trigger is generated and the TBBs are read out.
As discussed in Sect. 11.3, this local trigger mechanism gives
LOFAR the unique ability to respond to ns-scale events associ-
ated with strong CRs. The Transients KSP also intends to utilize
this functionality to study fast radio transients (see Sect. 11.4).

4.7. Local control unit

Each LOFAR station, regardless of configuration, contains com-
puting resources co-located adjacent to the HBA and LBA an-
tenna fields. This local control unit (LCU) is housed inside the
RF-shielded cabinet containing the other digital electronics and
consists of a commodity PC with dual Intel Xeon 2.33 GHz
quad-core CPUs, 8 Gbyte of RAM, and 250 Gbyte of local disk

storage. The station LCUs run a version of Linux and are admin-
istered remotely over the network from the LOFAR operations
center in Dwingeloo. Processes running on the LCU can include
control drivers for the TBBs, RCUs, and other hardware com-
ponents as well as additional computational tasks. All processes
running on the LCUs are initialized, monitored, and terminated
by the MAC/SAS control system discussed below in Sect. 9.

Computationally the LCU provides several crucial comput-
ing tasks at the station level. Chief among these are the beam-
former computations mentioned previously in Sect. 4.5. The
number of independent beams that may be supported is limited
by the processing power of the LCU since it must calculate the
appropriate weights for each direction on the sky every second.

Equally important, the LCU runs a station-level calibration
algorithm to correct for gain and phase di↵erences in all the in-
dividual analog signal paths. The correlation matrix of all dipoles
in the station is calculated for one sub-band each second as input
to this calibration and the procedure runs in real-time during an
observation (Wijnholds & van der Veen 2009, 2010; Wijnholds
et al. 2010). The algorithm cycles through the selected sub-
bands, with a new sub-band calibrated each second, resulting in
an updated calibration for the complete band every 512 s. This
active calibration is necessary to compensate for environmen-
tal temperature variations that cause gain and phase drifts in the
signal paths (see the discussion in Sect. 12.1). The array corre-
lation matrix can also be used for RFI detection and mitigation
(Boonstra & van der Tol 2005).

Additional computational tasks can also be run on the LCU
subject to the constraint that they do not impact the performance
of the core calibration and beam-forming capabilities. Current
examples of these station-level applications include the TBB
trigger algorithms discussed previously in Sect. 4.6. We note
that adding additional compute capacity to the LCU is a fairly
straightforward way to expand the capabilities of the LOFAR
array (see Sect. 14.2 for some currently planned enhancements).

5. Wide-area network

The function of the LOFAR Wide-Area Network (WAN) is
to transport data between the LOFAR stations and the central
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LOFAR data flow

Station level processing: Amplification, digitisation, filtering, beam-forming, transient ram buffers 
Central Processing: Delay compensation, correlation, calibration, data reduction, pipelines

150 Gbps sustained data inflow



Centrally operated from Dwingeloo

Correlator in Groningen

Long Term Archive:  SURFSara (NL), Juelich (DE), Poznan (PL)

LOFAR data flow
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Growth rate 7 PB/year
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OPERATIONS

Also operates WSRT
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Head: M. Drost

Provides maintenance for both, NL and international stations.
4 operators, 6 maintenance eng., 2 system level eng.

Work organised in cycle of 6 weeks (2 LOFAR, 2 WSRT, 2 gral.)

Team works on shifts from Mon-Fri.

The system is tested every week for all stations. 
O&M team decides which stations in the network need a visit that is scheduled for warm 
seasons.
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Head: R. Pizzo

Provide internal support to operations, maintenance and external support to scientists.

8 FTE on LOFAR

T. Scientists have 50% of time for science.
Part of the team will become permanent (30/70) in a near future, part will remain 
temporary (50/50).

Support users at all stages of research projects: from planning a project to data analysis.
Each LOFAR project gets assigned 1 telescope scientist.

Involvement in education and training of users (Status Meetings, Data schools, Busy Weeks, 
etc.)

Science Support
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Software Support

Head: J. Annyas

15 FTE on LOFAR
Team includes software developers and system administrators.

Support the software to run the telescope and local stations. 
Administrate software and std. releases.
Does not provide scientific pipelines.
Coordinate relations with CIT Groningen.

Team works following SCRUM method with projects assigned to small teams with a 
coordinator and work is organised in short time slots (~3 weeks)



Full array 

Sub-arrays (ILT and private) 

Individual stations (ILT and private)

Different operations modes are possible

International stations commit ~90% of their time for ILT operations



Different observation modes (and sub-modes) possible. 
Each with their own data analysis pipelines

Interferometric mode 

Beam-Formed mode 

Direct storage Mode
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The life cycle of a LOFAR project
Call for 

proposals every 
semester regular 

and archive
PC and technical 

review

DDT proposals at 
any time

Commissioning 
proposals at any 

time

Reviewed by ILT 
director

Reviewed by RO 
experts

Scheduled 
prepared by SOS

Projects 
executed by 
Operators

Quality check of 
observations by 

SOS

PI informed 
about the 

outcome of run

Further 
processing and 

LTA
Science



Joining Up Users for Maximising the Profile, the Innovation and the Necessary Globalisation 
of JIVE 

JUMPING JIVE -730884

14

Time Allocation
All proposals are independently reviewed by the PC 

Regular call for proposals March and September: scientists request observing and processing resources 

Mixed Open Skies and Reserved Access

New scheme

Long-term projects, from May 2018 - May 2020 (Cycles 10-13) 

# stations t<5yr t≥5 yr

1 32 12

2 48 24

3 64 32

4 80 40

5 96 48

Consortia get a minimum amount of reserved hours per semester according to the number of stations 
and number of years in the ILT

Single-cycle projects
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• LOFAR wiki pages 
• LOFAR tools including proposal submission tool, management of measurements, 

calculator, system validation plots 
• Mailing lists, newsletter (monthly), LOFAR Google Calendar for important events

 

 

 

LOFAR NEWSLETTERS JANUARY - FEBRUARY 2018 

 

Previous LOFAR newsletters are collected here. 

 

Announcements: 

 

 

- Version 22 of the LOFAR Imaging Cookbook has been released. The 
manual now has both a web and a pdf version – see here. The next 
version of the Cookbook will include an enhanced tutorial section. 

- The Cycle 10 proposal submission deadline will be on 7 March, 12 UT 
(noon). Both long-term (15 May 2018 – 14 May 2020) and single-Cycle 
(15 May – 14 November, 2018) proposals can be submitted in answer to 
this call. In particular, note the opportunity to apply for GENERAL, EXPERT 
SHARED-SUPPORT, and FILLER projects. Details about available observing 
time as well as project types are extensively described in the call. 

- The 5th LOFAR Data Processing School will take place in Dwingeloo coming 
17-21 September. The preliminary website is available here. The second 
announcement will be advertised in March when the registration will be 
opened. 

- A Data quality Working Group (chair: M. Iacobelli) is active defining 
procedures to better monitor and assess the quality of LOFAR data. 

- JIRA is the new ticketing system used by the Radio Observatory. Users will 
be exposed to the new service likely at the beginning of Cycle 10, once 
the RO will have gained adequate experience.  

- The Dysco data compression tool is being commissioned within the RO 
pipelines. Following that, it will be adopted in production. 



The ILT governance

LOFAR-SE FLOW GLOW POLFAR ASTRON
Director

LOFAR-UK NL-LAC I-LOFAR

ILT executive board

ILT DirectorI n t e r n a t i o n a l 
LOFAR Telescope

Astronomical Community

ASTRON Radio Observatory



Budget: 4.9 MEur (2018)
Funding mainly comes from 
partner’s annual contribution: 
92.5 kEur/station/year. 
Also from externally funded 
projects (JJ, Aeneas, 
LOFAR4SW, RadioNet). 

Partners (ASTRON extensively) 
contribute with infrastructure, 
personnel, archive, and 
processing. 

ILT does not own facilities, has 
no employees.



ILT participation

Consortia receive

C. Baldovin                                                                                           Yebes Observatory                                                                                                           27.02.2018

• Board membership (1 seat = 1vote) 

• Participation in commissioning/early science program with joint publication rights 

• Access to science & technology collaborations, trainings 

• Reserved Access shares to full ILT observing time (and processing resources) 

• 10% individual station time for private use

maintenance support

including telecons, annual visit (if needed), annual meetings 

Spare supplies


